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Abstract of the contribution: This paper proposes to update Solution#18.
1
Discussion

Solution #18: Vertical Federated Learning between NWDAF and AF was captured in TR 23.700-84 for Key Issues #2 (5GC Support for Vertical Federated Learning) with some ENs.
This paper proposes to update Solution#18 including addressing some ENs that can be resolved at this stage.
2
Proposal

It is proposed to agree the following changes into TR 23.700-84.
*** BEGIN CHANGES ***

6.3.3
Procedures

6.18.2.2.1
VFL training procedure if NWDAF acts as the VFL server
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Figure 6.18.2.2.1-1: VFL training procedure when NWDAF acts as the VFL server
1.
If an ML model needs to be trained on local data set(s) from data source(s) (e.g. NF and AF), which have different feature spaces for the same samples (e.g. UE IDs), the NWDAF as the VFL server determines to use Vertical Federated Learning mechanism if some data cannot be obtained directly from data source AF(s) (e.g. due to data privacy, data security).

2.
The NWDAF selects AF(s) to participate the Vertical Federated Learning procedure by discovering from the NRF, as described in clause 6.18.2.1.1.


Vertical Federated Learning preparation procedure:

3a-3f. The NWDAF starts samples alignment procedure with AF(s) via NEF with VFL Training Preparation Information, and then it will obtain common sample ID(s) for the VFL task from NEF, which are determined by the NEF comparing sample ID(s) from NWDAF and AF(s).


The VFL Training Preparation Information may comprises:

-
Indication of VFL capability type to be performed by the NF receiving the VFL Training Preparation Indication;

-
VFL Training Information (e.g. category of output: discrete value, e.g. related to classification algorithms; or continuous value, e.g. regression algorithms, the maximum response time for every training iteration of the VFL process);


-
analytics ID;

-
VFL task correlation ID;

-
sample ID(s) selected by NWDAF;

-
feature spaces information selected by NWDAF.

NOTE:
VFL task correlation ID is to correlate the participants during the VFL training and VFL inference processes, and it is associated with the distributed ML Models in the VFL joint model training process, whether it should be revised to another name will be determined in normative phase.
NOTE:
VFL clients should be determined and samples should be aligned before the start of VFL training process.


Vertical Federated Learning execution procedure:

4.
To start VFL training procedure, The NWDAF sends VFL training request to NEF including analytics ID, the VFL task correlation ID, and AF instance ID(s) selected in step 2.

5.
The NEF transfers the VFL training request to each AF.

6a.
Based on local data set, each AF does local model training for the VFL task and generates intermediate result base on it.

6b-6c.
Each AF sends the intermediate result (i.e. Passive VFL ML Model Output Reporting) to The NWDAF via NEF

6d.
The NWDAF compiles the intermediate results from AF(s) and its own intermediate result calculated with its local model to calculate the loss function value. And it determines whether the VFL training is converged or reaches the convergence requirement.

6e-6f.
The NWDAF returns the intermediate result to corresponding AF via NEF.

Steps 6a-6f will be repeated until the VFL training procedure is finished. The NWDAF sends a notification that the ML Model is trained to AF(s) including the Analytics ID, and the indication that the ML Model is trained.

6.18.2.2.2
VFL training procedure if AF acts as the VFL server
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Figure 6.18.2.2.2-1: VFL training procedure when AF acts as the VFL server

1.
If the ML model needs to be trained on local data set(s) from data source(s) (e.g. NF and AF), which have different feature spaces for the same samples (e.g. UE IDs), AF as the VFL server determines to use Vertical Federated Learning mechanism if some data cannot be obtained directly from data source NWDAF(s) (e.g. due to data privacy, data security).

2.
The AF selects NWDAF(s) to participate the Vertical Federated Learning procedure by discovering from the NEF and NRF, as described in clause 6.18.2.1.2.

Editor's note:
Whether multiple NWDAF(s) can be involved when Active AF initiated the VFL is FFS.


Vertical Federated Learning preparation procedure:

3a-3f.
The AF starts samples alignment procedure with NWDAF(s) via NEF with, VFL Training Preparation Information, and then it will obtain common sample ID(s) for the VFL task from NEF, which are determined by the NEF comparing sample ID(s) from AF and NWDAF(s).


The VFL Training Preparation Information may comprises:

-
Indication of VFL capability type to be performed by the NF receiving the VFL Training Preparation Indication;

-
VFL Training Information (e.g. category of output: discrete value, e.g. related to classification algorithms; or continuous value, e.g. regression algorithms, the maximum response time for every training iteration of the VFL process);


-
analytics ID;

-
VFL task correlation ID;

-
AF instance ID(s);

-
sample ID(s) selected by NWDAF;

-
feature spaces information selected by NWDAF;

-
temporary NWDAF ID(s) as defined in clause 6.18.2.1.2.


Vertical Federated Learning execution procedure:

4.
To start VFL training procedure, the AF sends VFL training request to NEF including analytics ID, the VFL task correlation ID, and temporary NWDAF ID(s) selected in step 2.

5.
The NEF transfers the VFL training request to each NWDAF.

6a.
Based on local data set, each NWDAF does local model training for the VFL task and generates intermediate result base on it.

6b-6c.
Each NWDAF sends the intermediate result (i.e. Passive VFL ML Model Output Reporting) to the AF via NEF

6d.
The AF compiles the intermediate results from NWDAF(s) and its own intermediate result calculated with its local model to calculate the loss function value. And it determines whether the VFL training is converged or reaches the convergence requirement.

6e-6f.
The AF return the intermediate result to corresponding NWDAF via NEF with temporary NWDAF ID(s).

Steps 6a-6f will be repeated until the VFL training procedure is finished. The AF sends a notification that the ML Model is trained to NWDAF(s) including the Analytics ID, and the indication that the ML Model is trained.

6.18.2.3
VFL training procedure among NWDAFs

The following principles are defined for the VFL Joint ML Model training procedures:

-
An NWDAF (VFL Server) with VFL Capability for performing VFL ML Training can initiate the process VFL joint Training Process.

NOTE 1:
The procedures illustrated in 6.18.2.3-1 show the NWDAF (VFL Server), i.e. Active VFL Participant, initiating the VFL Joint ML Model Training but does not preclude the Passive Participants (VFL Clients) for initiating the VFL Joint ML Model Training.

-
An NWDAF (VFL Server) is able to coordinate the VFL training process among the VFL participants for a VFL Joint ML Model Training Process (i.e. associated with a VFL task correlation ID).
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Figure 6.18.2.1.1: VFL Joint Model Training with Active NWDAF and Passive NWDAFs
1.
The NWDAF (VFL Server) identifies the need to start a VFL process. The VFL Server is capable to discover the other NWDAFs (VFL Clients) for performing VFL joint ML Model training. Based on the VFL related configurations available at such NF and the information about the discovered participants, the VFL Server determines the VFL Participant Information required for the VFL joint model training to be executed.

NOTE 2:
The procedure defined in 6.18.2.1.2 is used for the discovery and selection of the VFL participants.


Vertical Federated Learning preparation procedure:

2.
Based on the VFL related configuration and VFL Participant Information, the VFL Server determines the VFL Training Preparation Information. The VFL Server sends to each of the VFL Client the VFL Training Preparation Information. The VFL Training Preparation Information may comprises:

-
Indication of VFL capability type to be performed by the NF receiving the VFL Training Preparation Indication;

-
VFL Training Information (e.g. category of output: discrete value, e.g. related to classification algorithms; or continuous value, e.g. regression algorithms, the maximum response time for every training iteration of the VFL process);


-
VFL task correlation ID;

-
VFL filter information;

-
analytics ID;

-
sample ID(s);

-
feature spaces information.

3.
Each VFL Client based on the received VFL Training Preparation Information and the VFL related configuration locally available, determines whether it can associate its training process of a local ML model to the VFL joint model training process with the requested requirements and alignment information comprised in the VFL Training Preparation Information.

4.
In case the requested preparation can be performed, the VFL Client sends to the VFL Server a response with a confirmation, otherwise it sends a response with a rejection.

5.
The VFL Server determines the VFL Training Preparation Phase is completed

6a, 6b.
Each VFL participant store the mapping of their local VFL related information to the VFL task correlation ID.


Vertical Federated Learning execution procedure:

7.
When the VFL Server determines that the VFL joint model training should start, the VFL Server provides to the VFL Client(s) the following information: analytics ID, the VFL task correlation ID,)

8.
(a,b) The VFl Server and the VFL Client(s) start the training of their local ML model (i.e. Active ML Model at the VFL Server and the Passive ML Model(s) at the VFL Client (s)) associated with the VFL task correlation ID.


The VFL Server and the VFL Client(s) each execute one round of training process to generate, respectively the Active VFL ML Model Output Reporting and Passive VFL ML Model Output Reporting.

NOTE 3:
The data used by VFL Server and the VFL Client is collected as per alignment information defined in the preparation phase.

9a, 9b.
The VFL Client provides the Passive VFL ML Model Output Reporting to the VFL Server, which comprise the intermediate results of the model training round.

10.
The VFL server compiles the intermediate results from VFL clients(s) and its own intermediate result calculated with its local model to calculate the loss function value.

11.
The VFL Server provides to the VFL Client(s) the intermediate result.

12.
The VFL Server determines that the joint model training is completed.

NOTE 4:
The steps 6 to 9 are repeated executed until the VFL Server determines the performance of the jointly trained models is enough to stop the training (e.g. loss function value is converged).

14a, 14b.
Each VFL participant, stores the latest information about their locally trained Models associated with the VFL task correlation ID.
*** END CHANGES ***
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